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**作者：张天蓉**

现代人的言语中，越来越多地提到“概率”一词。人们用概率来度量事件的不确定性，比如抛硬币掷骰子之类的游戏，其结果是不确定的，被称为随机变量。概率论便是研究随机变量变化规律的科学。法国著名物理学家拉普拉斯（1749年-1827年）曾经如此评论概率论：“这门源自赌博机运之科学，必将成为人类知识中最重要的一部分，生活中大多数问题，都将只是概率的问题。”

两百多年之后的当今文明社会，证实了拉普拉斯的预言。概率及统计学的一些基本概念，已经悄悄地渗透到人们的工作和生活当中，小到人人都可以买到的彩票，大到如今热度不减的各种大数据，还有近年来突飞猛进的人工智能技术，包括打败人类顶级围棋手的“阿尔法狗”和自动车辆使用的“深度机器学习”算法，都与概率及统计密切相关。

因此，人人都有必要学点概率和统计。本文的目的旨在介绍一个在现代概率统计及其应用中颇为重要的贝叶斯学派，其分析方法构成当今人工智能中常用的机器学习之基础框架。

我们的故事，从第二次世界大战中的德国坦克问题讲起……

**德国坦克问题**

当年，德国佬正在大规模地生产坦克，盟军想要知道他们每个月的坦克产量数。为了了解这个信息，盟军采取了两种方法：一是根据情报人员刺探的消息而得到，另一种是根据盟军发现和截获的德国坦克数据，用统计分析办法得到。根据第一种方法得到的情报，德军坦克每个月的产量大约有1400辆，但根据概率统计推断的方法，预计的数量只有数百辆。二战之后，盟军对德国的坦克生产记录进行了检查，发现统计方法预测的答案（见表1）令人惊讶地与事实符合【1】，统计学家们是怎么做到这点的呢？



 表1（来自维基百科）

那时候，德国制造的每一辆坦克上都有一个序列号。假设德国每个月生产一批坦克，从1到最大值N顺序排列，因此，可以把这个最大编号N，当作每个月总的生产量。盟军发现和截获的任何德国坦克上的序列号，都应该是介于1和N之间的一个整数，根据这些截获坦克序列号的数据，如何来猜测总的生产数N？这是当年的战争给数学家们提出的难题。

这是一个统计推断的问题，也就是从观察到的数据样本（序列号），来推断随机变量的某些整体参数（N）。如今思考这个问题，有两种不同的推断方法：经典方法和贝叶斯推断。

经典统计推断包括几个基本原则：最大似然（概率）估计、最小方差、无偏性等等。简单而言，经典统计使用求极值的方法，让选取的某个似然函数最大化，同时也考虑样本平均平方差最小化，而无偏性指的则是尽量使得样本平均值等于整体平均值。

比如说，先考虑最简单的情况：在某个月内，盟军只发现了1辆德国坦克，其标号为60，那么，你如何来估计德国在这个月生产坦克的总数N？也许读者会说：“你疯了！只有这么1个数据，有什么可估计的？还能使用什么统计方法吗？参数N是任何数值都有可能的，只能随便猜测一个啦！”

不过，你的说法显然不正确。首先，N不可能是任何数，N的值起码要大于或等于60！严肃的统计学家就更不会这么说了，即使对如此少量的数据，他仍然可以进行他的统计推断。



图1：截获任何一辆坦克的概率vs坦克总数

第一，为了估计真实的总产量数N0，他需要构造一个概率函数，称其为似然函数。设想：如果这批坦克生产的总数是N的话，根据等概率原则，拦截到1到N中任何一个编号的坦克的可能性都相同，均为1/N。也就是说，截获任一辆坦克的概率是坦克总数N的函数：N越大，即生产的坦克数越多，截获某个编号坦克的概率便越小。概率随N的变化情形，如图1所示的一截双曲线。这个概率分布曲线，便可选作似然函数。

最大似然估计的目标是找出概率最大的点对应的N0，因为这个问题中，N越小概率越大，所以得到在最大化概率点的N0=60，即图中曲线最左边的起始点。

经典方法的第二个考虑是最小化均方差（MSE）。为此，我们假设总产量N不是刚好等于60，而是乘以一个大于1的因子a。想象盟军看到了N个坦克中所有的坦克，那么，均方差可以按照如下方法计算并最优化，再求最小值。



图2：将均方差最小化

从上面的计算结果，当坦克总数N比较大时，相乘的因子a近似为3/2，由此可将N0的估计值从60，调节到N0 (均方差最小) = 60×3/2 = 90。

最后，还得考虑样本的无偏性。如果N0=60的话，这个样本太不符合“无偏”的条件了，既然每一辆坦克被发现的概率都是一样的，凭什么盟军截获了一辆坦克就截到了最后生产的那一辆呢？这听起来太奇怪了，N0=90也不符合无偏，最符合无偏条件的就是截获的是序号为中间的那一辆，它的序号使得样本序号的平均值等于整体所有样本序号的平均值。也就是说，无偏的N0被估计为60的两倍，N0 (无偏)=120.

真不愧为数学家，仅仅截获到1辆坦克，就有这么多的考虑，如果截获了更多呢？我们可以将问题一般化，以上经典学派的思考方式也可以推广到一般的情况，简单叙述如下：

问题：盟军发现了k辆坦克，序号分别为i1……ik，最大的序号是m，估计总数N0。

经典推断方法的答案：N0 = m + (m-k)/k。

比如说，盟军发现了5辆坦克，其序列号分别为215、90、256、248、60，因此，k = 5，m = 256。从以上经典方法的公式，得到坦克未知的总数N0 = 256 +（256-5）/5 = 306。

以上使用的是经典统计推断方法，但实际上，概率统计中有两大主要派别，经典学派也被称为频率学派，另一派则被称为贝叶斯学派，贝叶斯学派又如何解决德国坦克问题呢？

贝叶斯派的估算方法比频率派的方法更为有趣和更有意思。贝叶斯派有别于频率派的重要差别之一就是对“参数”的看法。频率派认为任何系统的物理参数是固定不变的客观存在，比如这儿的参数N，经典方法的目的是要找出这个N。而按照贝叶斯派的观点，物理参数不一定是固定的，对外部观察者而言，它们也可以被认为是随机变量。因此，统计推断方法企图追踪的不是模型参数N本身，而是参数N取各种可能值的分布情况。贝叶斯派解决坦克问题的思想是：未知欲求的生产量N是一个服从某种概率分布的随机变量。随着数据样本的增加，N的概率分布函数不断被更新，贝叶斯推断描述这个更新的过程。

以刚才截获5辆坦克的具体数据，来说明贝叶斯派的推断过程。

假设盟军截获的第一辆坦克序列号是215，从前面频率派方法最开始的一段分析可知，对应这1个样本，N可能是从215开始的任何整数，但是，N值越大，概率越小，我们暂时忽略N值大于1000的情况，可以画出N的概率分布是类似于图1的双曲线，不同的是曲线的起始点和形状，图1中的曲线参数N0=60，这儿的参数N0=215，见图2a中最大值在N0=215处的“序列号215分布”曲线（蓝色）。



图2：贝叶斯推断解决德国坦克问题

现在，我们加上第二辆坦克的信息：序列号90。因为90小于215，它的出现并不改变似然函数的最大值，但是它却对N的分布曲线有所影响，两个变量的联合分布曲线用图2a中的红线表示，这也是加上第二个数据之后更新了的参数分布。如图可见，序列号90的数据使得概率分布曲线变得更尖锐，说明N的较大数值出现的概率大大降低。

如果再加上后面3个样本：序列号256、248、60，五个样本的联合分布变得更为尖锐，峰值是256，N=400到1000的概率已经几乎为0，可以忽略不计了，如图2b所示。

在这个具体例子中，最后对N0的估计：频率派的N0 = 306，与贝叶斯派的N0 = 256相差不大，难分孰优孰劣。然而，通过该问题，我们简单了解了频率派和贝叶斯派的不同思考方法。概率统计中这两大学派的争论由来已久，既涉及哲学观念，也有关计算方法，由于历史的原因，概率及统计的教科书，基本上是以频率学派为主流观点而写成的。尽管目前贝叶斯概率已成为一个热门研究课题，在机器学习以及物理、医疗等领域都有应用，但一般非专业人士对贝叶斯派的观念和方法并不熟悉，因而笔者在下文中略加介绍。

**概率是什么？如何定义概率？**

首先，我们简单总结频率学派与贝叶斯学派的差异，可归结为对如下两类问题的不同答案：

一、概率是什么？如何定义概率？概率是主观的，还是客观的？

二、如何看待和使用概率统计模型中的参数？参数是客观而固定的吗？

第一类问题看起来涉及的是两派观点的哲学层面，后面一类问题有关具体计算方法。但两者互相关联，因为看待世界的观点不一样，所以企图用以描述世界的计算方法也有所不同。

概率是什么？如何定义？从历史的角度看，概率起源于抛硬币掷骰子之类的赌博游戏，因此，概率最早便被定义为多次试验中某随机事件出现的频率之极限。事件出现的频率又是什么呢？是事件发生的次数与总次数的比值。例如，抛硬币10次，正面出现了6次，我们说：出现正面的频率为0.6；抛硬币20次，正面出现了11次，那么，出现正面的频率为11/20=0.55……，如此继续下去，抛硬币次数不断增加后，频率值趋近的极限便是出现正面的概率。如此定义的概率，被认为是频率学派的观点。

然而，如上定义的概率，只能代表我们使用这个名词的情况之一。有很多时候，概率无法用多次试验来得到，比如说，人们可以估计某一天北京下雨的概率，但这是无法进行试验的；又比如，加州某年某月某日地震的概率，也无法用多次重复来验证。又比如说，某个国家研制的导弹，如果谈到命中1000公里之外目标的概率，在原则上是可以用重复试验来估计和证明，但事实上却绝对不会这样做，因为花费实在太昂贵了。

从上面所举的几个实例可见，很多时候，概率一词所描述的并不是“对随机事件重复频率”之极限，而更应该被表述为对某种“不确定性” 的度量。

无论何种定义，一个事件的概率值通常都以一个介于0到1之间的实数表示。如果说它是对随机事件发生之可能性的度量，那么，不可能发生事件的概率为0，确定发生事件之概率为1，而大多数实际事件的概率值是0与1之间的某个数，这个数代表事件在“不可能”与“确定”之间的相对位置。事件的概率值越接近1，事件发生的机会就越高。

由于对概率定义的差异及哲学上的分歧，另一种概率统计的派别，即贝叶斯学派逐渐兴起，两派之争一直贯穿于概率及统计发展的历史中。

**贝叶斯和贝叶斯定理**

托马斯·贝叶斯何许人也？他是18世纪英国的一名统计学家（Thomas Bayes ，1701年–1761年），曾经是个牧师，喜欢研究数学。他对概率论和统计学作出的最大贡献是贝叶斯定理。

当年，贝叶斯研究一个“白球黑球”的概率问题。概率问题可以正向计算，也能反推回去。例如，盒子里有10个球，黑白两种颜色。如果我们知道10个球中5白5黑，那么，如果我问你，从中随机取出一个球，这个球是黑球的概率是多大？问题不难回答，当然是50%！如果10个球是6白4黑呢？取出一个球为黑的概率应该是40%。再考虑复杂一点的情形：如果10个球中2白8黑，现在随机取2个球，得到1黑1白的概率是多少呢？10个球取出2个的可能性总数为10\*9=90种，1黑1白的情况有16种，所求概率为16/90，约等于17.5%。因此，只需进行一些简单的排列组合运算，我们可以在10个球的各种分布情形下，计算取出n个球而其中m个是黑球的概率。这些都是正向计算的例子。

不过，当年的贝叶斯更感兴趣的是反过来的“逆概率问题”：假设我们预先并不知道盒子里黑球白球数目的比例，只知道总共是10个球，那么，比如说，我随机地拿出3个球，发现是2黑1白。逆概率问题则是要从这个试验样本（2黑1白），猜测盒子里白球黑球的比例。

读到这儿，你会发现贝叶斯研究的逆概率问题与本文开始所介绍的德国坦克问题有些相似之处：它们都是企图从样本数据来猜测和推断某些物理参数。德国坦克问题中需要猜测的是总产量数N0，上文中的黑白球问题，未知待定的是盒子里白球黑球的比例。

为了解决此类问题，贝叶斯在他的论文中提供了一种方法，即贝叶斯定理：

**后验概率 = 观测数据决定的调整因子×先验概率**

上述公式的意义，指的是对未知概率首先有一个先验猜测，然后结合观测数据，修正先验，得到更为合理的后验概率。“先验”和“后验”是相对而言的，前一次算出的后验概率，可作为后一次的先验概率，再与新的观察数据相结合，得到新的后验概率。此外，公式中的先验概率和后验概率，也不一定是指一个概率值，而可以是对应于某些物理参数的概率分布。因此，可以运用贝叶斯公式来推断未知的概率模型参数，并根据新的观测数据对模型参数逐次修正并得到最终结果，解决逆概率（或统计推断）问题。本文一开始所介绍的德国坦克问题中，贝叶斯派便是使用贝叶斯定理来逐步更新N的概率分布函数。

有关贝叶斯定理的论文，直到贝叶斯死后的1763年，才由朋友代为发表。后来，拉普拉斯证明了贝叶斯定理的更普遍的版本，并将之用于天体力学和医学统计中。

也许贝叶斯当初对他自己这个定理的意义认识不足，也万万没有料到由此定理而启发人们以一种全新的思考方式来看待概率和统计，并继而发展成所谓“贝叶斯学派”【2】。

如上所述，使用贝叶斯定理，能用少量的观测数据，逐次修正而得到模型参数。这种方法与频率学派那种进行大量实验而得到结果的方法，是完全不同的两种思维模式。

在历史上，贝叶斯统计长期受到排斥，受到当时主流的数学家们的拒绝。然而，随着科学的进步，贝叶斯统计在实际应用上取得的成功慢慢改变了人们的观点。贝叶斯统计慢慢地受到人们的重视，人们认为它的思路更为符合科学研究的过程以及人脑的思维模式。

贝叶斯分析方法长期受人诟病的另一个原因，是对概率之本质的理解：根据频率学派的观点，概率（或者决定概率的物理参数）是客观存在的，不以人类的主观判断为转移。而在贝叶斯派的方法中却涉及到一个需要人为猜测的“先验概率”，将概率看成对某个命题的“主观信任度”。那么，概率到底是主观的还是客观的呢？这又是一个与哲学相关的问题。

**主观和客观**

传统的科学家们，一贯认为他们所研究的对象是客观存在的，如果谈到某个物理系统的“参数”，那应该是一些描述该系统的固定物理量。比如我们可以具体举硬币的例子说明之。一个硬币也许是一枚两面对称的公平硬币，也许是一枚有偏向性的硬币，它的偏向性可以用一个参数p来表示：对公平硬币，p=0.5；如果两面重量非常不均匀，出现正面的概率可能大大地大于反面，比如说p=0.8、0.9等等。但是无论如何，这个表征偏向性的参数p是在铸造硬币时就被决定了的一个不变物理量，我们翻来覆去地不停抛丢这枚硬币，就可以逐渐确定p的数值。因此，频率派学者认为：概率是客观的，由客观存在的一些固定物理参数所决定。

以上说法言之有理，但并不是对任何情况都适用。比如在某次总统选举中，有评论文章说某候选人获胜的概率是75%，另一位只有25%，这个例子中，就很难找到任何客观固定的物理本质与这种说法相对应起来了。

也就是说，虽然有时候概率确实能够通过大量重复实验获取的频率测得，但是这并非概率的本质。因此，贝叶斯理论认为，概率的概念应该被扩展为对一个命题信任的程度，有人便针对频率派认定的“客观概率”，提出了主观概率的概念。



图3：贝叶斯和拉姆齐

英国数学家及哲学家弗兰克·拉姆齐（Frank Ramsey，1903年－1930年）在他1926年的论文中【3】首次建议将主观置信度作为概率的一种解释，他认为这种解释可以作为对频率派概率的客观解释的一个补充或代替。

主观、客观的观念属于哲学范畴，主观指与人有关的意识、思想、认识等，客观，指人的意识之外的物质世界或认识对象，主观和客观的关系问题，是认识论中的基本问题。

许多决策问题的概率不能通过随机试验去确定，那就只能由决策人根据他们自己对事件的了解去设定。这样设定的概率反映了决策人对事件掌握的知识所建立起来的信念，称为主观概率，以区别于通过随机试验所确定的客观概率。因此，概率的客观性指的是它独立于任何使用者，仅由物理参数而决定的个性。

可以举出很多概率具有主观性的例子，比如以赛马为例，大多数观众并不具备对马匹和骑师等因素的全面知识，而只是凭主观因素对赛马结果下赌注，他们认可的某个马匹的获胜概率反映的是他们的个人信念，不一定符合客观事实，因而是主观概率。另一个例子：地震研究者预测某地区某月是否发生6级地震的概率，除了该地区的客观地层情况之外，还可以参考许多年的历史记录，也有与该研究者有关的许多“主观”因素参与其中。另外，美军某月某日于某处抓到本拉登的概率，有少量客观情况，更大程度上是依靠主观臆测。

概率到底是客观的还是主观的呢？概率到底从何而来？概率的物理本质是什么？这些问题既是哲学的，也是物理的，因为它们的答案实际上也取决于产生概率的物理系统的本质：是前述的硬币具有的那一类固定参数体系，还是未知的、甚至不可知的系统。

概率既反映客观事实，也有主观因素。就两派观点而论，频率学派强调概率的客观性，贝叶斯派更重视其主观因素。频率派认为概率是事件在长时间内发生的频率。对许多事件来说，这样解释概率是符合逻辑的，但对某些没有长期频率的事件来说，这样的解释便显得难以理解。因此，贝叶斯派把概率解释成是对事件发生的信心，是观点的概述，是对不确定性的主观置信度。

有趣的是，每个人都可以给某个事件赋于概率值，因此，主观概率不是唯一的，而是因人而异。这点也与现实吻合，反映了不同的人对同一事件拥有的信息不同，思维方式不同，因此而对该事件是否发生的信任度也不同。但这些不同一般不能仅仅用非黑即白的简单“对错”来描述，这也是物理世界的现实。

然而，有人由此而责难主观概率派，认为不符合唯物主义，远离了科学研究的宗旨。概率应该是对客观世界本质属性的一种描述，应该独立于主观意识而存在，怎么会是主观的且因人而异呢？事实上，承认主观概率，并不代表唯心主义，而是更为准确地描述人们在科学活动中的实验和更新理论的思维过程。

科学毕竟有别于哲学，即使认同物理世界是客观存在的，解决问题的科学方法却总是人为的，难免掺进主观的因素，自觉或不自觉地，明显的或隐含的，不管哪个派别，主观性都在所难免。作为数学的应用，必须具体问题具体分析，哪种方法有效便使用哪一种，主观还是客观之说法，只不过是凌驾于科学之上的“哲人”们对理论的不同诠释，对解决具体问题无济于事。

某些学者并不认为两大学派的区别是在于对概率的不同定义，现在的频率学派也同意应该将概率定义为对不确定性的度量，只不过，频率派与贝叶斯派探讨“不确定性”的出发点与立足点不同。这来源于他们看待“参数”的观点不同。

频率学派试图直接为产生“事件”的物理本质，即固定的“参数”建立模型，比如他们主张不断地抛掷硬币，便是企图想要从抛掷次数增大时正面朝上次数的变化，来得到反映硬币正反偏向性的物理参数p。

而贝叶斯学派认为，也许根本不存在这个固定的物理参数p，反之，数据是比“物理本体”更为重要的真实存在，人们只能通过“观察者”得到的数据来进行猜测和推断。所以，他们不为“参数”建模，而是企图为 “猜想推断”过程中数据的变化建模，其建模方法便是使用贝叶斯公式将模型参数之分布情况不断更新，因为在贝叶斯派的眼里，参数不是固定的，也是一个具有概率分布的随机变量。

换言之，频率学派试图描述的是事物本体，而贝叶斯学派试图描述的是观察者知识状态在新的观测发生后如何更新。世界观的差异影响到他们方法上的差异。频率学派更为强调“多次试验”，贝叶斯学派则强调探索更新结果的方法。

**和谐共处、求同存异？**

更为有趣的是，还有人用玩麻将游戏为例来比喻频率派和贝叶斯派。如果你在游戏中，只考虑下面未翻开的牌中还剩下些什么，并且根据计算这些牌下次出现的概率来作决定的话，那你就是个频率学派。而贝叶斯派打麻将时的考虑要复杂一点：不仅仅要记住下面有什么牌，还得看游戏的过程中谁打了些什么牌？什么时候打的？因为除了桌子上剩下未翻开的牌之外，还有在各人手中的牌也是未知的，对于这些未知的情况你只能作猜测，并且，每个人打牌的方式不完全相同，这是人的主观性。每个人手上的牌也不是固定的，是随着游戏的进展，根据场上的情况而变化的。因此，你摸到某张牌的概率不固定，也在不断地变化，你需要根据场上情况的变化，不断地更新你有关“牌局”的知识而做出决断，大多数麻将高手可能都是这么做的。便有人开玩笑说：麻将高手们都可算是贝叶斯派哦！

以上的说法也表明，贝叶斯派的思考方法更为自然，更符合人们大脑的思维方式。贝叶斯推断是通过新得到的证据不断地更新你的信念，一旦你的信念被更新，你能根据更新的知识做出可信的判断，但贝叶斯主义很少做出绝对性的判断，总是会保留一定的不确定性，生活中的实际情况也是如此。无论从打麻将还是玩扑克牌的游戏中，大家都能体会到，不确定的因素太多了，这些不确定来自于“牌”混合之后的客观分布，也来自于所有游戏参与者主观的思考、方法和判断，并不是一个仅仅靠逻辑推理就能决定输赢的过程。

不少人认为贝叶斯分析的方式和人脑的工作机制有相似之处，这也是为什么近年来将贝叶斯统计方法广泛应用于人工智能研究，特别是机器学习领域的原因之一。当今人工智能技术的崛起，部分归功于计算和统计的联姻，实际上也就是计算机和贝叶斯方法的联姻。

按照如上说法，贝叶斯派好像不错，那么，频率派的观点和方法是否应该被抛弃呢？

不是。频率派的方法仍然非常有用，在很多领域可能还是最好的办法。再则，如果一切都只从贝叶斯的观点出发，很多理论分析会陷入困境。比如重要的大数定律和中心极限定理，这两个概率论的基本原理，都是基于频率派多次试验的基础上。

尽管两学派的世界观不同，各有其信仰、内在逻辑、解释力和局限性，但在实用上仍然可以把两个派别的方法结合起来，两个学派的统计学家基本上都承认大数定律和中心极限定理，也都使用贝叶斯公式。不过两派学者使用这些定理的方式和场合不完全一样而已。两个派别从两种不同的哲学观来诠释各种统计模型。在一段不短的时期内，频率派和贝叶斯派也许将继续在观念上争论不休，但在具体计算时，却会互相取长补短、求同存异。
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